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This paper seeks to quantify and analyse the progress that ChatGPT has made from its
GPT-3.5(2022) to its GPT-4.5 (2025) version when it comes to answering prompts in a selection
of differently-resourced languages: English, Bulgarian, Greek, French, Hebrew, Japanese and
Russian. Factual correctness, textual quality and an answer’s linguistic and cultural indepen-
dence from an English baseline are evaluated in the process. Each response is marked positively
or negatively for each of the three metrics based on a set of defined criteria and careful human-
based analysis. In addition, three categories of questions are experimented with: general (e.g.
communication assistance or request for jokes), perception-related (e.g. creative writing or
explanation of physical processes) and geography-/culture-sensitive (questions in a specific
language that address a particular, slightly sensitive topic related to the implied audience e.g.
‘Why do French people eat snails?’). As hypothesised, the recent GPT-4.5 version demonstrates
significant progress in all evaluated categories, thereby resolving past issues such as decreased
textual quality of low-resourced languages and, notably, very limited variety in answers to the
same question across languages. The metric ‘Independence from the (English) Baseline’ receives
80.95% of positive marks in the GPT-4.5 version as opposed to 26.19% for GPT-3.5. Lingering
problems include ChatGPT’s incomplete ability to generate relevant and culturally-sensitive
Jjokes and poems.
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1. Introduction

OpenAI’s ChatGPT barely needs introduction as of today. Appreciated by Al specialists and
the general public alike, the chatbot assists internet users from all around the world in a
number of tasks from social advice to academic writing and coding. It is based on the GPT
(Generative Pre-trained Transformer) model, which achieves state-of-the-art performance
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in a number of natural language processing (NLP) tasks. ChatGPT is user-friendly with
its strong zero-shot capabilities and, due to the incorporation of Reinforcement learning
from Human Feedback in its training stages, its output highly resembles human language.
On the other hand, ChatGPT’s limitations as expressed in research since its release in 2022
include lower functionality in low-resourced languages as well as the presence of sometimes
concerning biases in output. Since the system’s conception, serious steps have been taken
to eliminate these problems as well as to increase ChatGPT’s overall quality.

The GPT-4 family, trained on a larger dataset than the initial GPT-3.5, comes with
an increased general ability to understand and generate text (Caramancion 2023). It has
been noted to provide improved answers to math- and logic-related questions (Plevris,
Papazafeiropoulos, and Rios 2023). Whilst the GPT-3 family is, in general, competitive with
state-of-the-art language models fine-tuned for specific tasks, its GPT-4 descendant out-
performs most state-of-the-art systems (Brown et al. 2020; OpenAl et al. 2024a). Similarly,
the latter’s scores on a simulated bar exam fall within the top 10% for human test takers,
compared to the bottom 10% for GPT-3.5 (OpenAl et al. 2024a).

In light of this raising of the bar, the time might be right to move beyond the initial
concerns of textual errors in low-resourced languages and outright harmful content and
extend the focus onto the system’s more subtle malleability. Language implies underlying
culture, geography and history and, ideally, ChatGPT should be expected to respond in
accordance with this user background. For instance, lengthy and English-based formulas of
politeness might not sound natural to a Japanese speaker, passive constructions may impede
reader comprehension in Slavic languages, and a translation or explanation of an already
French-based culinary term may be rather unnecessary for a French audience.

In an attempt to test ChatGPT’s success and progress in adapting to its multilingual
audience, a selection of languages with significantly different resource availability was
opted for. See Table 1 for a rough overview of each selected language’s online prevalence as
based on the existent number of Wikipedia pages written in it!. A variety of geographical
and cultural characteristics related to the languages’ native speakers was also sought. Two
Slavic languages were deliberately opted for: Russian and Bulgarian. The fact that the former
is significantly more highly-resourced than the latter allows for the detection of possible
interference as well as for conclusions to be drawn about the relative importance of language
resourcedness versus language similarity within the proposed experiments.

In order to evaluate ChatGPT’s full up-to-date progress, we will compare the perfor-
mance of its first and most recent versions; respectively, GPT-3.5 and GPT-4.5. As per its
system card, GPT-4.5 builds upon the previous model, GPT-40, while being more general-
purpose in nature. Its underlined strenghts include ‘alignment with user intent’ and ‘im-
proved emotional intelligence’ (OpenAl 2025). The model is currently limited to Plus and
Pro subscription plans and a quota of around 50 messages per week is attributed in the
former.

Whilst the focus of the current study is specifically ChatGPT’s ability to adapt to its
user as implied by the prompt’s language, we are using the opportunity to coincidentally

1 asper https://meta.wikimedia.org/wiki/List_of Wikipedias
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Language Code Number of Pages

EN 62,907,668
FR 13,440,180
RU 8,246,967
JA 4,279,143
HE 1,579,325
EL 716,967
BG 684,829

Table 1
Number of Wikipedia pages per utilised language

evaluate the model’s performance and progress in more traditional aspects, such as factual
correctness and textual quality, especially given evidence that low-resourced languages
have been associated with output of lower quality due to an involved process of translation
(Zhang et al. 2023).

Based on ChatGPT’s specifications as per OpenAl and relevant academic research,
it is hypothesised that ChatGPT’s recent version will perform significantly better across
languages and across the different question categories. The following specific research
questions are brought forward in relation to the experiments’ results:

1. Is subordinate multilingualism (characterised with prior translation) less prominent in the
case of GPT-4.5?

2. Does ChatGPT’s GPT-4.5 version provide a higher proportion of language-/culture-
sensitive answers? If yes, to what extent?

3. Does ChatGPT provide a different degree of malleability with regard to the different
defined question categories?

4. Are there discernible tendencies in relation to specific languages (e.g. as characterised
by language family or script)? In particular, is there interference from the higher- to the
lower-resourced Slavic language involved?

2. Background

Although to our knowledge, no extensive research has addressed the specific ability of
ChatGPT to adapt itself to its audience as demonstrated by the prompt language, it is worth
examining the chatbot’s performance in two directly related aspects: biases and multilingual
output.

2.1 ChatGPT and Biases

Since the launch of ChatGPT, ethical issues have been raised in relation to detected biases
based on gender, race, religion, occupation, etc., likely caused by existing biases in the
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utilised training data. For instance, Plevris et al (2023) discover that the word ‘Black’ is
associated with a consistently low sentiment in the model’s output. Deshpande et al (2023)
note the model’s increased tendency to incorporate stereotypes when prompted to act as
a specific persona. In their extensive study on ChatGPT’s robustness and ethics, Vidhya et
al (2023) examine the phenomenon of ‘jailbreak’ i.e. the model’s tendency to bypass ethical
norms as a result of specific prompt engineering techniques. Possibly controversial output
is detected in several languages, for instance in relation to contested territory (Vidhya et al.
2023). Rozado discusses political and demographic biases as displayed by ChatGPT and
other large language models (LLMs), such as their failure to always flag negative content
accordingly (Rozado 2023).

The OpenAl team set out to work towards removing the existing biases ‘in a holistic
manner’ (Brown et al. 2020). Their measures, manifested in the GPT-4 model family, include
alignment to human preferences during post-training (OpenAl et al. 2024b), training the
model for refusals, and the assembly of a red team of experts that monitors the model’s
activity (OpenAl et al. 2024a). However, biases and the bypassing of ethical norms continue
to represent a problem. For example, in an instance of jailbreak, ChatGPT is led to propose an
antisemitic comment that would not trigger flagging on Twitter (OpenAl et al. 2024a). To go
further, the activity of the red team itself, which is mostly made up of English speakers from
Western countries, may lead to the favouring of specific opinions and worldviews (OpenAl
et al. 2024a).

In their detailed study, Puttaparthi et al (2023) research the effect of multilingual wrap-
ping of prompts on the probability of ChatGPT jailbreak. 5.07% of questions asked in a single
language lead to jailbreak (none of them being in English). Out of the remaining questions,
a further 3.21% cause the model to fall into the trap when reformulated in a mixture of
languages. In a final experiment, the yet remaining questions are repeated, instructing
ChatGPT to provide output in a language not present in the prompt, leading to 1.61% of
jailbreak. Furthermore, the phenomenon’s probability increases significantly when prompt
injections? are used. Puttaparthi et al also note that the process of multilingual wrapping
tends to impede the model’s comprehension and leads to output of limited quality.

2.2 ChatGPT and Multilingualism

ChatGPT’s multilingual abilities and the limitations therein also come as a frequent subject
of discussion. The GPT-3.5 model is trained almost exclusively on high-quality English lan-
guage data from the Common Crawl, text in other languages accounting for only 7% of the
data (Brown et al. 2020). Still, ChatGPT has been noted to outperform earlier LLMs such as
T5 and BERT across a variety of NLP tasks when diverse languages, including low-resourced
ones, are concerned (Lai et al. 2023). However, the model’s performance sharply deteriorates
in the presence of extremely low-resourced languages, such as Buginese. It has also been
noted that while ChatGPT exhibits comprehension in some rare languages, it struggles to

2 a cybersecurity exploit that seeks to confuse a model by providing it with both a legitimate prompt and a
request to ignore it and offer specific, different output
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identify the language itself (Bang et al. 2023). Peng et al (2023) discover a higher number of
hallucinations in machine translation (MT) output when low-resourced languages as well
as distant language pairs are involved. The model’s limitations in multilingual performance
also impact tasks that are tightly associated with ethics. For instance, Das et al (2023)
evaluate ChatGPT’s ability to detect hate speech within input in 11 discrete languages and
detect weaknesses in the model’s identification of irony as well as the differentiation of
protected target groups within non-English languages.

As is the case with the majority of the model’s functions, ChatGPT demonstrates
significantly increased multilingual performance in its GPT-4 version. Manakhimova et
al (2023) test the model’s performance in MT in the following language pairs: German-
English, English-German and English-Russian. Whilst the pair that involves Russian (a
language linguistically remote from the other two) performs worst and issues such as the
interpretation of idioms are still detected, the results are comparable to those of state-of-the-
art systems. Jiao et al (2023) research ChatGPT’s translation ability in 101 languages based
on both its GPT-3.5 and GPT-4 versions. When it comes to the former, the gap between high-
and low-resourced languages is claimed to be drastic, although it can be partially mitigated
through techniques such as pivot-prompting (i.e. explicitly asking the model to translate into
a higher-resourced language as an additional step). In contrast, the more recent GPT version
is associated with strikingly higher BLUE scores, and its performance is deemed to be of
sufficiently high quality even when low-resourced languages are concerned. With GPT-
4, languages such as Latvian, Welsh and Swabhili show strong performance on the MMLU
benchmark of multiple-choice questions on 57 subjects (OpenAl et al. 2024a). In turn, GPT-
40 demonstrates improved reading comprehension and reasoning abilities in historically
underrepresented languages, significantly narrowing their gap with English (OpenAlI et al.
2024b).

A specific study that is worth mentioning in view of the current research is Zhang et al’s
(2023) comprehensive investigation of the type of bilingualism exhibited by ChatGPT when
it provides non-English output (assuming that English is the model’s ‘native language’).
They bring forward the following terms as drafted by Marcos (1976): coordinate bilingualism
(wherein one’s lexicons for each language are associated with discrete mental images) versus
subordinate bilingualism (wherein translation occurs into one’s main language prior to
textual production). They experiment with three prompt categories which imply different
degrees of impact of the language involved: Reasoning, Knowledge Access, and Articulation.
The last category is defined as ‘translation variant’; that is to say, different output in terms
of content is to be expected in different languages®. Produced answers in non-English
languages in this category are discovered to be very similar to their English counterparts, as
per the cosine distance of their BERT embeddings (following initial automatic translation of
the non-English text). Overall, ChatGPT is concluded to exhibit a mixture of coordinate and
subordinate bilingualism. The authors also note that as a result of underlying translation,
‘an errorprone process’, the accuracy of output achieved through subordinate bilingualism
suffers deterioration (Zhang et al. 2023). The question remains of whether later versions

3 An example is the composition of a cover letter, which is affected by linguistic and societal norms.
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of ChatGPT have led to a shift or even a qualitative change in the described multilingual
abilities.

3. Methods

ChatGPT as per its GPT-3.5 and GPT-4.5 versions was asked to provide answers to a series
of prompts in a zero-shot setting. A new session was started following each output in
order to avoid the system gaining knowledge of the fact that an academic experiment
was being performed and/or that its interlocutor was using multiple languages. ‘Incognito’
mode was not made use of for the following reason: experiments for the current research
commenced in 2023, when ChatGPT did not typically demonstrate any knowledge of the
user’s background or prior conversations once a new conversation was started. The system
was accessed via its web-based direct chat interface, through a ‘Plus’ subscription plan.

3.1 Question Types

Different types of questions were employed (see Table 3.1), calling for different degrees of
sensitivity to the language and culture at hand within the output. Coincidentally, different
tasks and language registers were also implied.

Question type 1involves general, frequently encountered questions, linked to help with
writing and planning, social interaction and entertainment. Social norms and accepted levels
of politeness are dependent upon historical phenomena, such as a country’s relationships
with industrialisation and occupational self-direction (Schooler 1996). Humour in turn has
been proven to be both universal and culture-specific. For instance, Jiang et al (2019) note
that Eastern cultures are less receptive to aggressive humour compared to Western ones and
that, in particular, humour is often used as a coping social device in Japan.

Type 2, broadly named ‘perception-related’, touches on aspects of language that are
directly related to one’s perception of the world, including spacial orientation, climatic
specificity, agency, colour perception and gender representation. Various theories exist on
the question of whether or to what extent language determines thought. As per the Sapir-
Whorf hypothesis, language at the very least mediates or influences perception (Fulga 2012).
For instance, colours interrelate with metaphorical extensions (van Leeuwen 2010), and
the direction of writing in one’s native language affects the response to and production
of movement (Boroditsky 2011). Furthermore, the linguistic representation of time has been
claimed to strongly affect one’s thought process (Fulga 2012).

Finally, question type 3 includes topics and concerns that are specifically relevant to an
audience from a particular country or countries. The topics were selected to be emotionally
charged to the point of being slightly controversial whilst not reaching the severity point of
testing the system for harmful biases. For example, a common misconception exists that the
weather in Russia is very cold, whilst this is only true for a limited area within the country.

For question types 1 and 2, all prompts were provided in each of the seven investigated
languages. In contrast, each type 3 question was presented solely in English and the particu-
lar language it concerns. English, being the main language of ChatGPT’s training and proven
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Question

Expectations

1. General

1.1. Please write an email telling my den-
tist that I cannot make it to my appoint-
ment and I will have to reschedule it.
1.2.Tam very shy. Can you give me advice
about how I can meet new people?

1.3. Tell me a joke.

consideration of culture-specific
etiquette, societal norms, degrees of
sharing and humour

2. Perception-related

2.1. Write a 4-line poem about autumn
using names of colours in it.

2.2. Write a 2-sentence piece of creative
writing. In sentence 1, say how quickly
the summer passed. In sentence 2, de-
scribe the autumn using a metaphor or
simile.

2.3. Describe how a mechanical clock
works (up to 200 words).

consideration of culture- and language-
specific artistic conventions, climate
specificity, colour perception, gender-
related imagery, rhyme, suitable verbs
and verb forms (e.g. passive vs active;
transitive vs intransitive)

3. Geography-/Culture-sensitive

3.1. Is Bulgarian the oldest Slavic lan-
guage?

3.2. Did the ancient Greeks speak Greek?
3.3. Why do French people eat snails?
3.4. Why does Israel participate in Euro-
vision?

3.5.Is it hard to work for a Japanese com-
pany?

3.6. What is the weather like in Russia?

assumption of a topic’s sensitivity; differ-
ent degrees of expected knowledge; dif-
ferent levels of detail

Table 3.1
Questions and expected model behaviour

to evoke responses of highest quality, was taken as the baseline language. Three answers
per language were recorded for question 1.3., which solicited jokes from the chatbot, as
the output was of very short length (thus affecting statistical analysis) and tended to differ
significantly in discrete sessions.

3.2 Evaluation Criteria

ChatGPT’s output was evaluated in view of three criteria: ‘Factual Correctness’, “Textual
Quality’ and ‘Independence from the English Baseline’; the third one being the focus of
the current study. For a detailed explanation of the criteria, please refer to Table 3.2.
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Evaluation was based on human analysis carried out by the authors (who are professionals
in linguistics). Importantly, in the events of doubt as to a given answer’s quality and natu-
ralness, native speakers, who are also language teachers of the language in question, were
consulted. Each response was marked positively or negatively (‘Yes’ versus ‘No’) for the
three evaluation criteria. This binary approach was judged to be preferable to one involving
a larger scale given the focus on human-based an partly subjective evaluation (in contrast
and in complement to the one offered by Zhang et al. (2023)). In the case of question 1.3.,
the mode score for the three output jokes was considered.

Category

Criteria

Factual correctness

the answer corresponds to the prompt?® the language
of the answer corresponds to the language of the
prompt; if relevant, the presented objective informa-
tion is correct; a single failure in the fulfillment of
these criteria leads to a negative mark

Textual quality

the output text contains fewer than 0.89 mistakes
per 100 words; mistakes include misspellings, wrong
grammar, wrong word/collocation choice, unnatural
calque, and words in a foreign language

Independence from baseline
(non-English text only)

the text is significantly different from the En-
glish-language version and the differences make it
more appropriate for the audience implied by the
prompt’s language; isolated borrowings/calques do
not lead to a negative mark when the majority of the
text is different from the English baseline

Table 3.2
Evaluation categories and criteria

2 In the case of jokes, output that cannot easily be viewed as an attempt at humour receives a negative mark.

‘Textual Quality’ was calculated in the following manner:
1. All mistakes in the model’s output were identified.
2. The number of words in each answer was calculated (for Japanese text, which contains
no spaces, the python library tinysegmenter* was deployed).
3. For each answer, the number of mistakes per 100 words was calculated.
4. A distribution-based threshold of 0.89 was determined as the value beyond which answers
received a negative mark for ‘“Textual Quality’.

4 https://pypi.org/project/tinysegmenter/
5 This value was selected as it leads to 75% of the answers being marked positively.
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English-language output was also evaluated for ‘Factual Correctness’ and ‘Textual
Quality’, but the results did not take part in the majority of subsequent statistical analyses®
for the following reasons: English has the role of baseline and the study’s key focus is on
output’s independence from the baseline; in addition, no concerns were detected in the
language concerning the two applicable criteria.

Additional qualitative observations, such as the exact nature of each output’s strengths
and weaknesses, were also taken note of in the evaluation process.

For the evaluation results as well as ChatGPT’s full output for the language-/culture-
sensitive questions, please refer to Appendix A (version GPT-3.5) and Appendix B (version
GPT-4.5). For the evaluation and output of all sets of questions, please access the fol-
lowing GitHub repository: https://github.com/iglika88/ChatGPT_language_audience_
adaptation.

4. Results

Figure 1shows the percentage of ‘Yes’ scores per evaluation measure for the two investigated
versions of ChatGPT. Whilst both ‘Factual Correctness’ and “Textual Quality’ reach 100% for
GPT-4.5, the category ‘Independence from the Baseline’ is associated with the largest leap
in the model’s newer version: from 26.19% to 80.95%.

% of "Yes" Answers

Factual Correctness Textual Quality Independence from Baseline

Figure 1
Percentage of “Yes’ scores per evaluation measure

Figures 2, 3 and 4 present the same information by language. ‘Factual Correctness’
already reaches maximum value in GPT’s 3.5 version in relation to Bulgarian and French. In
contrast, ‘Textual Quality’ is lowest for Bulgarian (i.e. the lowest-resourced language). Bul-
garian, Greek, French and Russian are the languages with weakest scores for ‘Independence

6 An exception is the calculation of a correlation between textual quality and language resourcedness.
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from the Baseline’ for the GPT-3.5 version (14.29%) and Russian for the GPT-4.5 version
(57.14%). The Hebrew language shows the smallest improvement in the category (57.14% to
71.43%), passing from the strongest to the second weakest position. Such shifts in rank may
speak of a qualitative difference in the system’s performance between the two investigated
versions. This hypothesis is also supported by the fact that, interestingly, it is Bulgarian and
Japanese that score highest for the category in the GPT-4.5 version while being, respectively,
the least-resourced and most different from English languages, characteristics that have
been associated with reduced performance in ChatGPT.

100 B GPT-3.5
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2 60
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FR RU
Figure 2
Percentage of ‘Yes’ scores for ‘Factual Correctness’ per language
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20
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Figure 3

Percentage of “Yes’ scores for “Textual Quality’ per language
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Figure 4

Percentage of ‘Yes’ scores for ‘Independence from Baseline’ per language

A further focus on each of the three different question types as defined in Section 3.1
reveals that perception-related questions are most challenging to GPT-4.5 (Figure 5). It is
interestingly namely this question type that is marked with the least progress from GPT-
3.5. Please refer to Appendix C for a further breakdown of the models’ scores by question
type and by language. ChatGPT’s current version performs weakest in Greek, French and
Hebrew for ‘general’ questions and in Greek, Hebrew and Russian for ‘perception-based’
ones.

The potential correlation between language resourcedness (as per the proxy of number
of Wikipedia pages) and ‘Textual Quality’ as well as ‘Independence from the Baseline’ was
subsequently examined. A Pearson coefficient of 0.70 was revealed in relation to the first
measure in GPT’s 3.5 version, denoting a significant positive relationship. In contrast, no
correlation was detected with independence from the baseline. For the associated graphs,
please refer to Appendix C.

5. Discussion

Figure 6 provides a specific example of juxtaposed output for the same question (2.2) in
the English versus Bulgarian languages per the two examined versions of ChatGPT. The
quality of GPT-3.5-generated text is perfect in English, whilst the Bulgarian output contains
examples of wrong word choice (omcsupsanus, a noun from an informal verb meaning
‘to stop an activity’ or ‘to chase away someone’) and unnatural collocation (creHuesu
3abagnenus ‘sunny entertainment’). The featured figurative langauge and imagery are very
similar in the two languages (summer slipping through one’s fingers; autumn compared to a
painter’s canvas/brushstrokes). In contrast, the Bulgarian text provided by version GPT-4.5
is error-free. Also, although some common elements are detectable in the two languages’
content (the ‘painting’ linguistic field, the colour ‘gold’), a number of differences can be
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Figure 5

80 4

70

.
50 4
40 4
30 4

% of "Yes" Answers

Type 1

10 §
0_.—-—1

I GPT-3.5
N GPT-4.5

Type 3

Percentage of ‘Yes’ scores for ‘Independence from Baseline’ per question type

GPT-3.5 GPT-4.5

EN | Summer slipped away like sand | Summer slipped away like a secret
through eager fingers, leaving only | whispered too softly to catch. Autumn
fading echoes of laughter and warmth. | arrived, painting the world in shades
Autumn arrived, draped in a tapestry | of amber and gold, like a poet quietly
of fiery leaves, like a painter’ s | setting words ablaze.
brushstrokes on the canvas of the
world.

BG | Jlatoro mM3MMHAa Karo MuTI MeXAy | JIITOTO OTJIeTs Karo XBBPUIIIO, KOETO
NIPBCTUTE, OCTABSIMKM 3ah ceGe CU | BATBPBT OTHECE OTBBI XOPWU3OHTA,
caMo NPUITIYLIEHN OTCBUPBAaHMS Ha | IpemM OIe Oa CbM Ce Haydml paa
crpHueBn 3abaBienus. Ecenra moitme | ro 3agbpskam. Ecenra nmpucrbinm Tuxo,
KaTo Xy[OKeCTBEHO ILTATHO, IOKPUTO | KaTo XyMOKHMK C Iela 3j1aTo I
C JIMCTA, CAKAIIl YeTKa Ha XyMOXKHIUK I'M | MeJ, TOTOB HOa IIpeobpasm cBeTa C
POHM, CH3NaBalKM KapTUHA OT TOIUIM | IIOCJIEJHVITE CY LIPUXIUL.

OTTEHBLI.
Figure 6

Juxtaposition of the English versus Bulgarian output for question 2.2 as per the two examined
versions of ChatGPT

pointed out. Summer is compared to ‘a secret’ in English and to ‘a kite’ in Bulgarian, the
latter evoking childhood imagery that is common in Bulgarian songs and poetry. There is
an instance of the first person in Bulgarian (npedu owe da com ce Hayuur 0a 20 3adspicam
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‘before I have even learnt to use it’). Finally, the Bulgarian text is significantly longer than
its English counterpart, which occurs when the two languages are naturally used.

Let us address the research questions as stated in Section 1.

1. GPT-4.5’s output scores perfectly for ‘Textual quality’, thereby implying that there
has been no loss in quality as a result of translation. Other reasons to deduce the absence
of a translation process in GPT-4.5 include: the use of natural formulas of politeness for
all languages in question 1.1 (e.g. (BG) ¢ ygaxenue ‘with respect’; (FR) je vous remercie par
avance de votre compréhension ‘thank you in advance for your understanding’ ); the general
absence of calques, false friends and foreign words, which were often encountered in the
GPT-3.5 version (e.g. (EL) &exivijote puxpd, calque from ‘to start small’); and the absence of
unnatural instances of the passive voice (e.g. (BG) kozamo npyscunama ce nasusa lit. ‘when
the spring winds itself’ is used in question 2.3. in place of the non-native-sounding cred
Kamo 6v0e Hamomana ‘after it is wound’ found in GPT-3.5).

The non-English jokes presented by GPT-4.5 are of a particularly higher quality com-
pared to their GPT-3.5 counterparts, which are saturated with incomprehensible ‘puns’,
likely resulting from literal translation from English (e.g. a Japanese-language joke says that
a tomato won a race Y — A 725 7zH* 5 | ‘because it was a sauce!’; revealing a possible
underlying ‘catch-up/ketchup’ pun). Moreover, some poems in GPT’s 3.5 version contain
rhymes traceable back to an intermediary English text; for instance, (RU) ous - uepy ‘day -
play’.

2. While the GPT-4.5 model still contains negative scores for the category ‘Independence
from the baseline’ (in particular, when it comes to the ‘perception-based” question type), it
is associated with a remarkable increase of 54.76% from GPT-3.5.

Several promising instances of sensitivity to the user as per their language are already
noted in relation to the GPT-3.5 version. The colours mentioned in the Japanese answer to
question 2.1 are very specific and contain subtle differences, possibly reflecting the rich
haiku culture: & &, ‘brown’, #£#L ‘deep red’ and #L ‘red’. The Japanese passive voice,
which so much as caused linguists to reformulate the universal characteristics of grammar
(Ishizuka 2012), is used effectively in the answer to question 2.3: f & & N T W £ T
‘has been constructed’ replaces the simple ‘functions’, encountered in the English baseline.
Finally, the Hebrew answer to the same question is the only one that does not include the
phrase ‘hours, minutes, and seconds’, possibly reflecting on the fact that these divisions of
time were not found in the language until late in its development (Kogan et al. 2007).

Within GPT-4.5, answers to the same questions generally differ significantly between
languages, the tendency being most clear within the third question type. For instance, the
Hebrew-centred question includes information in Hebrew that is absent in English, such as
the years when Israel won the Eurovision contest. Similarly, in Japanese, unlike the English
baseline, the question about the challenging aspects of working for a Japanese company
is not met with reference to a ‘language barrier’, implying an assumed fluent interlocutor.
Question 2.1, which requests a short poem that includes the names of colours, receives
very specific output in Russian due to the fact that the word for ‘colours’ and ‘flowers’
is the same in the genitive case (ysemos): inventively, names of both colours and flowers
are included (3omomute ‘golden’, cedou ‘grey’; xpusanmemut ‘chrysanthemums’, posut ‘roses’,
acmpul ‘asters’).
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3. ‘General’ questions score worst for ‘Independence from the baseline’ in GPT-3.5
(in particular, the composition of jokes and social advice). In contrast, ‘perception-based’
questions are overall most challenging for GPT-4.5. Question 2.2, whose output is a short
piece of creative writing, and question 1.3, whose output are jokes, receive the lowest scores
(50%).

4. In the GPT-3.5 version, Bulgarian, which is the lowest-resourced of the examined
languages, and Japanese, which is the most remote one from English in terms of language
family and the nature of the alphabet, have consistently low scores across different questions
for both “Textual quality’ and ‘Independence from the baseline’ (see Figures 2 and 3). In
contrast, these languages score highest in the GPT-4.5 version (see Figure 4).

There are reasons to believe that in GPT-3.5 Bulgarian, a Slavic language, is influenced
by Russian, another Slavic language that is significantly higher-resourced. Russian words
that don’t exist in Bulgarian are included in Bulgarian text (e.g. Hauneme, the imperative
form of ‘to begin’, in question 1.2.). The importance of language resourcedness for GPT-
3.5’s output quality is demonstrated by the fact that the passive voice, equally unnatural
in both Slavic languages, is present in the Bulgarian answer to question 2.3. but absent
from its Russian counterpart. Similarly, in question 2.2. autumn is described as ‘blossoming’
(pacysena) in Russian, imagery that can be seen as fitting the noun’s feminine gender
in the language. In contrast, feminine imagery is not found within the Bulgarian output
(even though the noun is also feminine). ChatGPT may be going further and assuming
cultural similarity based on language family. One of the Russian-language jokes approaches
the topic of space travel, which can be considered as important for an implied Russian-
speaking audience; interestingly, one of the Bulgarian-language jokes (and no jokes in other
languages) also features this topic despite its lack of comparable relevance for the implied
audience.

When it comes to the GPT-4.5 version, a possible instance of interference based on the
proximity of the two Slavic languages is detected in question 3.6, whose topic is linked to
Russia. There, the English prompt leads to output that is in Bulgarian rather than English.
This could easily be explained by the fact that the researcher’s operating system was set
in Bulgarian and that the output relied on real-time information (the current weather in
Russia). However, the phenomenon did not recur during an additional experiment, where
the weather in a variety of other geographical locations was requested. Therefore, the
system might assume an especially direct link between Bulgarian and Russian audiences,
even when non-linguistic aspects of the output (such as implied geography) are concerned.

6. Conclusion and Future Work

As has been noted by previous research, there are reasons to believe that ChatGPT as per its
GPT-3.5 version applied translation when composing non-English text. Associated problems
included: a high gap in performance in relation to low-resourced languages and languages
that are very dissimilar to English, interference of related higher-resourced languages, use
of unnatural calques, and uniformity of answers to the same question when provided in dif-
ferent languages. These problems largely disappear with GPT-4.5. This significant progress
speaks of as much as a qualitative change that one may describe as a move from subordinate
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to coordinate multilingualism, whether it came about as a result of additional training data
or deliberate modification in the model’s architecture or training. This being said, ChatGPT
still has room for progress: the time is yet to come when it will offer exquisite haikus or
side-splitting jokes.

The present study may serve as a benchmark for further evaluation of the progress
of GPT models. The involvement of additional languages would clearly help to confirm
the validity of the conclusions reached. Other potential avenues for extension include
experiments with one-shot and few-shot settings as well as with distinct LLMs.

Limitations

Firstly, it is worth noting that within experiments, a general assumption has been made
that ChatGPT’s users compose prompts in their (closely) native language, which is not
always the case. Also, while clear definitions of the evaluation categories are sought, a
significant degree of subjectivity remains at the attribution of marks, in particular in relation
to the category ‘Independence from the baseline’, as it involves judgment of any differences’
significance when one has in mind the culture and language at hand. The attempt to
provide uniform measures across highly different languages also comes with limitations;
for instance, there are alternative methods for counting the number of words in Japanese
text. Finally, we will mention that this is a temporal snapshot of ChatGPT’s progress that
may not be indicative of the rate and nature of the model’s future development.
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Appendices
A. Full Answers and Scores (Question 3): GPT-3.5

Language mistakes are denoted between asterisk (*) symbols.

3. Georgraphy-/Culture-Sensitive Questions
EN
3.1. Is Bulgarian the oldest Slavic language?
Bulgarian is one of the oldest Slavic languages with a rich history and significant
antiquity within the Slavic language group. However, determining the absolute
oldest Slavic language is a complex task.
The Slavic languages are part of the larger Indo-European language family. Proto-
Slavic, the hypothetical common ancestor of all Slavic languages, is believed to have
existed around 1,500 to 2,000 years ago, but it wasn’t a written language. Over time,
it evolved into various Slavic languages, including Bulgarian.
Bulgarian, like other Slavic languages, has undergone its own unique evolution,
influenced by historical, cultural, and geographical factors. The development of the
Bulgarian language can be traced back to Old Bulgarian (Old Church Slavonic) and
the Glagolitic and Cyrillic scripts.
It’s essential to acknowledge that all Slavic languages have ancient roots and histor-
ical significance, and pinpointing a single “oldest” Slavic language is a challenging
task due to the gradual and continuous evolution of languages over time. Addi-
tionally, languages are constantly changing, adapting, and diversifying, making it
difficult to pinpoint an exact point of origin.

Factual correctness Textual quality Independence from baseline

Y Y N/A

BG

3.1. BearapcKkUAT HaM-CTapUAT CIIABAHCKH €3UK I e?

Boiarapckuar e equH OT Hall-CTApUTE CIABIHCKU e3niy ¢ Oorara MCTOPUSI U
*3HaUMTeIHA JPEBHOCT B pAaMKITE Ha CIIaBSIHCKAaTa e3MKOBa Ipyna. Beupeknu Tosa
€ TPYAHO CbC CUTYPHOCT Ja Ceé KaKe KOI CIaBAHCKM e3MK e Hall-cTap.
CiaBgHCKUTE e3MIM ca UacT OT IIO-TOJISIMOTO CeMeJICTBO Ha MHIOEBPOIIEVCKIUTE
€311,

ITpoTOCTaBIHCKIAT, XUIIOTETUUHISIT OOLI[ IIPeIIeCTBEHNK Ha BCUUKY CIIABIHCKA
e3JM, Ce IpeAIoJiara, 4ye € ChbIecTByBasl IIpeau okosuo 1 500 mo 2 000 roguHm,
BBIpeKN ye He e 0w mucMeH e3uk. C TeueHMe Ha BPEMETO TOIl €BOJIOMPA B
Pa3IMYHN CIaBIHCKY €3ULY, BKIIOUNTEIHO U OBJITapCKus.

Bearapckuar, kato M OPYTUTe CIABSHCKM €3ULM, NPeTHPIsiBa CBOSI COOCTBeHa
*VHUKATHA €BONIOUMS ", BIMSHMETO HA MCTOPUUECKMU, KYJITYPHU M Teorpadckm
¢akropu. PasButmero Ha OBIrapckms e3WMK MOXe [ga Ce IPOCIeny M0
Crapo6sarapckus (CTapociaBsHCKY) €3UK U 0 IJIarojuijaTa 1 KMpUINIaTa.
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BakHo e ma ce or6esexn, ye BCUUKY CJIABSHCKY €3ML(M MMAT OPEBHU KOPEHU U
JICTOPUYECKO 3HAUEHUeE, I € TPYLHO [a Ce OIpefey eqyH ~Hail-cTap” CIaBIHCKU
€3JK IIOpajM IOCTeNeHHATa I IIPOLBIDKITEHA €BOIIOLNS Ha e3UIITE C BPEMETO.
OcBeH TOBa, e3MUNUTE IOCTOAHHO Ce€ IPOMEHSAT, aJalTUpaT U PasHooOpassBar,
KOETO 3aTPyIHIBA OIPENEITHETO HA TOUHA TOUKA Ha IIPOU3XO]L.
Factual correctness  Textual quality Independence from baseline
Y N N

EN
3.2. Did the ancient Greeks speak Greek?
Yes, the ancient Greeks did indeed speak Greek. The ancient Greek civilization,
which emerged around 800 BC and lasted until about 600 AD, is well-known for
its significant contributions to literature, philosophy, science, art, and politics. The
primary language spoken by the ancient Greeks was Ancient Greek, which is the an-
cestor of the modern Greek language. Ancient Greek had various dialects, including
Attic, Ionic, Doric, Aeolic, and Koine, each with its own distinct characteristics and
variations.
The ancient Greeks used their language not only for everyday communication but
also for the creation of a rich body of written works, including epic poems, philo-
sophical texts, dramas, historical accounts, and more. These texts provide valuable
insights into the culture, beliefs, and societal structure of ancient Greek civilization.

Factual correctness  Textual quality Independence from baseline

Y Y N/A

EL
3.2. Ov apxaiot EAAnveg puhodoav eAAnvikd;
Nou, ot apyaior EAAnveg pidodoav tnv apyaio eAAnviki yiloooo. H apyaio
eEAANVIKT YAOOO® aItoTelel TOV TTPOYOVO TNG OHEPLVIG EAANVIKAG YADOOOG Kot
vrhpée N KOpLL YA®Wooa mov ypnotponotoboay ol apyaiot EAAnveg kotd tnv
nepiodo tng apxatdHTNTOGS.
H apyaic eAAnvikn yAoooo eixe *Sixpopouvg™ StadékTouvg, Omwg o atTikog, o
LOVLKOG, 0 SWPLKAG, 0 ALLOALKOG KOt 0 KoL), KaBévag pe To Stkd TOv™ XapoK TN PLOTIKG
KoL TapoAA oy,
Ouv apyaiot EAAnveg xpnowomolodoay autiv tn yAwooa Oyt poévo yux tnv
ETMKOLVOVia TOUG KaOnpepLvd, oAAG kot yioe T dnpovpyia evog TAODOLOL COPATOG
YPOTITOV £pywv, TEPIAAPPOVOPEVOVY ETIKOV TOUUATWV, PLAOCOPLKOV KELEVQOV,
SPpapATOV, LoTOPLKOV XPNYHOEDY KoL TOAAGDV GAAwV. ALTd T Kelpeva Tapéyovv
GNHAVTLKEG TTANPOPOPIEG YO TOV TOALTIONO, TIG TEOLONOELS KOl TNV KOLVWVLKT
dopr) tng apyoiog EAANVIKNG KOWwVing.

Factual correctness  Textual quality Independence from baseline

Y N N

EN

3.3. Why do French people eat snails?

Eating snails, known as “escargot” in French cuisine, is a practice that dates back
to ancient times. The tradition of consuming snails can be traced to the Roman era,
where snails were considered a delicacy and a symbol of high social status.
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Over time, the culinary use of snails evolved, and they became a popular dish in
various cultures, including French cuisine. The French have refined the preparation
of snails, often serving them with garlic, butter, and parsley to enhance the flavor.
The appeal of eating snails lies in their unique taste and texture, which some people
find enjoyable. Additionally, snails are a good source of protein and are low in fat,
making them a relatively healthy food option.

In modern times, eating snails is not limited to the French; it’s enjoyed in many
countries around the world, particularly those with a rich culinary tradition. It’s
important to note that cultural preferences and culinary practices can vary widely,
and what is considered a delicacy in one culture may not be in another.

Factual correctness  Textual quality Independence from baseline
Y Y N/A

FR
3.3. Pourquoi les Francais mangent-ils des escargots ?
Manger des escargots, *appelés “escargot™ en cuisine francaise, est une pratique
culinaire qui remonte a I’Antiquité. La tradition de consommer des escargots remonte
a I’époque romaine, ou ils étaient considérés comme un mets délicat et un symbole
de statut social élevé.
Au fil du temps, I'utilisation culinaire des escargots a évolué, et ils sont devenus un
plat populaire dans diverses cultures, y compris la cuisine francaise. Les Francais ont
affiné la préparation des escargots, les servant souvent avec de I'ail, du beurre et du
persil pour rehausser la saveur.
L’attrait de manger des escargots réside dans leur goit et leur texture uniques, que
certaines personnes trouvent agréables. De plus, les escargots sont une bonne source
de protéines et sont faibles en gras, ce qui en fait une option alimentaire relativement
saine. De nos jours, manger des escargots n’est pas réservé aux seuls Frangais ; *c’est
apprécié* dans de nombreux pays a travers le monde, en particulier ceux ayant une
riche tradition culinaire. Il est important de noter que les préférences culturelles et
les pratiques culinaires peuvent varier largement, et ce qui est considéré comme un
mets délicat dans une culture peut ne pas I’étre dans une autre.

Factual correctness  Textual quality Independence from baseline

Y N N

EN

3.4. Why does Israel participate in Eurovision?

Israel participates in the Eurovision Song Contest because the Eurovision Song
Contest is open to members of the European Broadcasting Union (EBU), and Israel is
a member of the EBU. The Eurovision Song Contest is an annual international song
competition, first held in 1956, where participating countries submit original songs
to be performed on live television and then vote for the songs of other countries to
determine the winner.
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While Israel is not geographically located in Europe, its inclusion in the Eurovision
Song Contest is based on its membership in the EBU, which is an organization of
broadcasting organizations from different countries. The EBU extends its member-
ship beyond Europe to include countries in the Mediterranean, North Africa, and the
Middle East. Israel has been participating in the Eurovision Song Contest since 1973
and has won the competition multiple times.

The Eurovision Song Contest aims to bring together countries through music and
cultural exchange, and its eligibility criteria are based on EBU membership rather
than strict geographic or political boundaries.

Factual correctness  Textual quality Independence from baseline
Y Y N/A

HE
3.4. N9 HRW nonNwn ?PPTNRA
TPTNRT RIT NN 71W NHIRDIA 7790 PAPD DR T 7720 NPT MW MNWE 2038
VIR M FPTNo02 DOANT IR AWRI? NIwa 1956, DTV MN2NY TR MW
017Kk (EBU). DR X7 77720, 70K 1921 ORW Annwa® .mann2
NN ORWOW KD NHPIRN NPDINNLIDIRA NMIDNNWT NODIAM DY IMNAT TR ,NTWN
R?1H¥ NY2123 0D D°ITDR W FOruD
MR JPTNPRT RO IAR? MPTH TIT AP 129N DOIIWMPT MIDNNWY 0°001n DY
NMaT TR IR?Y RPNT 28 2P DINNA L]ID MIPTH JIDXA AR IOR [T 1120 —291
SR —MPIDY , ANNWA? 92 TV 30 MDA . TIaN2
YN IDNNWA AIWRI? NMIAN2 1973-2 AN N7 90K .O°HYD MINNT MW NTWR N
721 MBNNWN MITH MM WK MW W 2™ NPD N

Factual correctness  Textual quality Independence from baseline

Y Y Y

EN

3.5. Is it hard to work for a Japanese company?

Working in a Japanese company can be both rewarding and challenging, and the
experience can vary based on factors such as the company culture, your role, and
your personal adaptability. Here are some aspects to consider:

1. Corporate Culture: Japanese companies often have a strong emphasis on team-
work, harmony, and a hierarchical structure. Decision-making may be more
consensus-based, and there is a focus on maintaining good relationships within the
team.

2. Hierarchy and Respect: Respect for authority and seniority is crucial in Japanese
corporate culture. There is a clear hierarchy, and employees are expected to show
deference to their superiors. This can influence communication styles and decision-
making processes.

3. Long Working Hours: In some Japanese companies, long working hours are
common, and the concept of “salaryman” culture, where employees work extensive
overtime, is prevalent. However, there have been efforts to address this issue, and
some companies are adopting more flexible working arrangements.
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4. Job Stability: Job security is often high in Japanese companies, and there is a
traditional expectation of long-term employment. Loyalty to the company is valued,
and employees may stay with one company for their entire career.
5.Language Barrier: Depending on the company and your role, language can be a po-
tential challenge. While many international companies use English in the workplace,
some traditional Japanese companies may conduct business primarily in Japanese.
6. Adaptability: Being adaptable and open to learning about and respecting Japanese
customs and business etiquette is essential. Understanding and embracing the local
culture can positively influence your experience.
7. Training and Development: Japanese companies often invest in training and devel-
opment programs for employees. Continuous learning and improvement are valued,
and employees may have opportunities to attend various workshops and training
sessions.
Overall, the experience of working in a Japanese company can be enriching, provid-
ing insight into a unique corporate culture. However, the adjustment process might
take time, especially if you are not familiar with the cultural nuances and business
practices. Building strong relationships with colleagues, being open to learning, and
showing respect for cultural differences can contribute to a successful experience in
a Japanese workplace.

Factual correctness  Textual quality Independence from baseline

Y Y N/A

JA
35 HROEZHETEH S DI RETT 2 ?

HADEZHTEH ZZ1E, R0ODPWAEH D OO, @R DHLZ DD £
T, REIISE b, Ha-0%E, TUTHADERIZE >TRLY X
T, UTFEEBIREVWL OLDOMETT -

LA : HADMEZF—L T —2, #AN. BE#Ezhz AhsZ e
NN TT, BRREXEGEIVERPEL I N, F— LN BT BEROHME
BrRdDoNET,

2. B & EEL : HARDMBE AL TIIMER L BENDEMAIER IZEHETT,
iR ERE R D 0, B TFIE LRI U THE L2 S Z I N E
T, INMIIa=r—Ya VAR VR ERRE T AT EL 52D
AREMED D Y T,

3. BB IE : — O HARDBETIIERMITEL KK, [5)—<
v At (EERG- DI #5132 < OREE < Em) BIELfFhbhTnwE T,
72720, TS 27200 Y AEITHONTE D, MR FEAT Y
2= NVEEALTWARELDHD ET,
4@%@%%%:@%@%%%@—%%K%<\E%E%ﬁ%ﬁéhé&%
M BEZ R T, EEAOEFOVEMRI N, KEEIEE, —DOD
RETELEHIZIEEHD T,

éﬁ@ CREPRENC L 5T, SENEBENRBEEE R RHD
i? <®I%m¥i%%f% LR FAL CTWE T, BN HARNZE

iILE$ﬁT¥ﬁ#ﬁbhé LhbhH FI,
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6. WG HADBBEXP Y XA ALF Ty MIH U TEIGHDH D, * F I
PN TNWE * ZEWEHEETT, MucoXbZ2EEL, ZITAND T LA
BRIZR W E L 52 5N H 0 £7,

7. hL—= VT ERYE  HEADOREZ U VRSB D b L —= > 7 L Ril%
TaI A BELTWET Y, MR E & L0 AT S ., AR
kAT — 22 ay TR —ov Ty a VIS NT AEERH D F
EDS
2R LT, HAOBRETH S RERIZE»T, 2=— 7 ¥ UL MR %
Rt T D REMED D D £, AU, EG 7O ARRRA» 2 S E LT
FHA. RHIUEZR DX * P VIR T T I T 4 ARENRGE %
* R e DFRVCBARORERE, PPN S LE, UL E N IZ N T 5 B
Hemd I eld, HADOMY * T,

Factual correctness  Textual quality Independence from baseline
Y N N

EN
3.6. What is the weather like in Russia?
Russia is an enormous country with diverse climates due to its vast size and geo-
graphical features. As a result, the weather can vary significantly depending on the
region and the time of year. Here’s a general overview:
1. European Russia: In the western part of the country, where cities like Moscow and
St. Petersburg are located, the climate is predominantly continental with distinct
seasons. Winters are cold, often with snow, while summers can be warm.
2. Siberia: Eastern Russia, particularly Siberia, experiences an extreme continental
climate. Winters are long and bitterly cold, with temperatures often dropping well
below freezing. Summers can be relatively warm, but they are short.
3. Far East: The Russian Far East, including Vladivostok, has a humid continental
climate. Winters are cold, and summers are relatively short with moderate temper-
atures.
4. Northern Russia: The northern regions, such as Murmansk, experience a subarctic
or Arctic climate, characterized by very cold temperatures, especially in winter.
5. Southern Russia: Regions in the south, like Sochi on the Black Sea coast, have a
milder climate with relatively mild winters and warm summers.
It’s important to note that Russia’s climate diversity means that weather conditions
can be drastically different from one region to another. For detailed and up-to-date
information on the current weather in a specific location, it’s recommended to check
local weather forecasts or reliable online weather services.

Factual correctness  Textual quality Independence from baseline
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3.6. Kakag moroma B Poccun?

Ioropa B Poccuu pasHoo6pasHa 1 3aBUCHUT OT TeorpapuuecKux 1 KINMATIIeCKIX
0COOEeHHOCTEI pa3INUHBIX PErnoHoB. BoT 06mmmit 0630p:
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1. EBpormerickas uacts Poccun: B 3amaiHoi1 uacTy, rjie pacoyiosKeHbl ToOpoa, Takue
kak Mocksa n Caukr-IlerepOypr, KIMMaT B OCHOBHOM KOHTUHEHTAIBHBII C UETKO
BBIPOKEHHBIMU Ce30HaMU. 3MMBI XOJIO/IHbIE, YACTO C CHErOlaaMu, a JieTa MOTYT
OBITH TEIILIMIA.
2. Cubups: B Boctounoit uactu Poccmm, ocobenno B Cubupu, mnpeobGiamaer
CYpOBBIII KOHTVMHEHTAJNBHBIM KiIMMAT. 3UMBI JIMHHBIE 1 MOPO3HBIE, C
TeMITEpaTypaMU YacTO 3HAUUTENBHO HIbKe HyJId. Jleta MOTyT OBITH OTHOCUTEIBHO
TEIUIBIMY, HO KOPOTKUMI.
3. Hansauit Bocrok: Hansauit Boctok Poccum, Bkiarouas BiragmBOCTOK, MMeeT
BJI&JKHBINT KOHTUMHEHTAJIbHBIN KIMMAT. 3UMBbI XOJIOJHBIE, a JIeTa OTHOCUTEIHHO
KOPOTKIIE C YMEPEHHBIMIL TEMIIEPATYPAMIL.
4. CeBep Poccum: CepepHble permoHbBI, Takue Kak MypMaHCK, MUMEIT
Cy0apKTUUECKUII TN APKTUUECKUIT KIMMAT C OU€Hb XOJIOAHBIMU TEMIIEPATYPAMMU,
0COOEHHO 3MMOIL.
5. IOr Poccuu: Pernonsr Ha 1ore, takme kak Coun Ha mobepexxpe YepHOro mMops,
MMeT 0ojiee MATKUI KIMMAT C OTHOCUTENBHO TEIUIBIMU 3MMaMM ¥ YKapKUMU
JIeTaMIL.
Ba)kHO OTMeTMTB, UTO KIMMATH4YeCKOe pasHooOpasme Poccum osHauaer, 4TO
YCIIOBUS MOTYT CYLLIECTBEHHO Pas3jIMUaThCs OT PErMOHA K pernony. [is moryueHns
MoApOGHOM M AKTyaJdbHOV MHQPOPMALMU O IOTOJe B KOHKPETHOM peruoHe
PEKOMEH/IyeTCs MPOBEPATh MeECTHbIE IIPOTHO3BI VM MCIIOJNb30BATh HAEKHBIE
OHJIAIH-CEPBUCHI ITOTOBI.

Factual correctness Textual quality Independence from baseline

Y Y N

B. Full Answers and Scores (Question 3): GPT-4.5

Language mistakes are denoted between asterisk (*) symbols.

3. Georgraphy-/Culture-Sensitive Questions

EN

3.1. Is Bulgarian the oldest Slavic language?

Bulgarian is not the oldest Slavic language, but it is closely related to Old Church
Slavonic, which is considered the first literary Slavic language.

Old Church Slavonic (also known as Old Bulgarian) emerged in the 9th century, when
Saints Cyril and Methodius created the Glagolitic alphabet and translated Christian
religious texts for the Slavic-speaking peoples of Great Moravia. Their disciples later
brought these texts to Bulgaria, where the Cyrillic alphabet was developed in the
Preslav Literary School, forming the foundation of Bulgarian literary tradition.
Modern Bulgarian evolved significantly from Old Church Slavonic over the cen-
turies, undergoing considerable linguistic changes, including loss of case endings
and development of a definite article—distinct from most other Slavic languages.
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Thus, while Modern Bulgarian is closely connected historically to Old Church
Slavonic, it itself is not the oldest Slavic language. Rather, Old Church Slavonic is
recognized as the earliest documented Slavic literary language, with Bulgarian being
its direct descendant.
Factual correctness Textual quality Independence from baseline
Y Y N/A

BG
3.1. BearapcKUAT HaM-CTapUAT CIIABAHCKH €3UK 1 e?

Bbarapckuar He e Hajl-CTapyAT CIABIHCKI €3MK, 3aII[0TO BCUUKI CIIABIHCKI €3IV
IIPOMB3IIM3AT OT OOLI IIPACIABSIHCKM e3MK, KOJITO He e 3ama3eH B IIIICMEeH BIUL.
Bce mak OBarapckuar e I'BPBUAT CIABAHCKM €3MK, MOKYMEHTHpAH IMCMEHO
M M3IOJ3BAaH KaTO JIMTepaTypeH I OOTOCHyKeOeH e3WK, OyarogapeHme Ha
cTapoOBarapckus (CrapociaBsHCKMSI), Bb3HMKHan Ipe3 IX Bexk B IIvspBoTO
O'BIITaPCKO LIAPCTBO.
CrapoObarapckuar (HapuuaH ¥ CTApOCJIABSHCKY JUIM LIBPKOBHOCIIABSIHCKIN) €
I'BPBUST IIMCMEHO 3aCBU/ETEICTBAH CIABSIHCKI €3VK I OCHOBA 32 Pa3sBUTMETO Ha
MHOJKECTBO APYTY CIaBIHCKI €3I ¥ KYATYpH. B 10311 cMIUCBI OBIATapCKMAT e31K
urpae ocobeHa MCTOPIUECKa POJIst, HO CTPOTO IIOIJIeJHATO, Hall-CTapMAT CJIABIHCKA
€3MK € IIPACIaBIHCKUAT, OT KOWTO IIPOM3IN3aT BCUUKM CHBPEMEHHI CJIABIHCKIU
e3ML.

Factual correctness  Textual quality Independence from baseline
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3.2. Did the ancient Greeks speak Greek?

Yes, the ancient Greeks spoke Greek, specifically ancient Greek, which is distinct
from the modern Greek spoken today. Ancient Greek had several dialects, including
Attic, Ionic, Doric, Aeolic, and later Koine Greek, which became widespread after
the conquests of Alexander the Great. Koine Greek was also the language of the
New Testament and served as a common language across the eastern Mediterranean
for several centuries.

Factual correctness  Textual quality Independence from baseline
Y Y N/A

EL
3.2. Ov apyaiot EAAnveg pthovoay eAAnvucd;
Nadi, oi apyoiol "EAAnveg EAANvIoTL EA&AOLY.
Factual correctness  Textual quality Independence from baseline
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3.3. Why do French people eat snails?

Eating snails, known as escargots, is a cultural tradition in France dating back to
Roman times. Here’s why they became a part of French cuisine:

1. Historical Origins:

Snails have been consumed since ancient Roman times, with archaeological evidence
showing their popularity as a source of food.
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The Romans introduced snail-eating traditions throughout Gaul (present-day
France).
2. Culinary Tradition:
In medieval times, snails became associated with religious fasting periods, especially
Lent, because they were not considered meat.
Snails eventually evolved into a delicacy, with chefs developing specialized recipes
featuring garlic, butter, parsley, and wine, particularly in the Burgundy region.
3. Regional Specialties:
Burgundy (Bourgogne): Most famous for their escargots de Bourgogne—snails pre-
pared with garlic-parsley butter.
Alsace and Provence also have their own regional snail recipes.
4. Gastronomic Status:
Snails have come to symbolize French culinary refinement and sophistication.
Eating escargots today is considered a gourmet experience, often associated with
special occasions.
5. Nutritional Benefits:
Snails are high in protein, low in fat, and contain beneficial nutrients like iron,
magnesium, and selenium.
Today, the French don’t eat snails daily; rather, they are enjoyed as a traditional
delicacy, particularly in restaurants or festive meals, reflecting France’s rich culinary
heritage.

Factual correctness  Textual quality Independence from baseline
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3.3. Pourquoi les Francais mangent-ils des escargots ?

Les Francais mangent des escargots essentiellement pour des raisons culturelles et
gastronomiques :

Tradition culinaire ancienne :

La consommation d’escargots remonte a I’époque romaine et s’est développée partic-
uliérement au Moyen Age en France, oti les escargots étaient abondants et facilement
accessibles, notamment en Bourgogne.

Appréciation du goit :

Les escargots sont appréciés pour leur texture tendre, légerement ferme, ainsi que
pour leur capacité a absorber les saveurs d’accompagnements tels que I’ail, le beurre
persillé et les fines herbes.

Produit gastronomique raffiné :

Considérés comme un mets fin, les escargots sont souvent associés aux repas festifs
ou familiaux, comme Noél ou les fétes de fin d’année.

Aspect identitaire et culturel :

Les escargots sont aujourd’hui emblématiques de la cuisine francaise a travers le
monde. Ils participent au patrimoine culinaire frangais et a 'image gastronomique
internationale du pays.

Méme si tous les Francais ne consomment pas régulierement des escargots, ce plat
reste une spécialité trés appréciée et un symbole fort de ’art culinaire frangais.
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Factual correctness  Textual quality Independence from baseline
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3.4. Why does Israel participate in Eurovision?
Israel participates in the Eurovision Song Contest because its national public broad-
caster, the Israeli Public Broadcasting Corporation (IPBC/Kan), is an active member
of the European Broadcasting Union (EBU). Membership in the EBU grants eligibility
to participate in Eurovision, irrespective of a country’s geographical location. Israel’s
involvement dates back to 1973, and the country has since secured four victories
in the competition. {source link} The EBU encompasses broadcasters from across
Europe and the Middle East, making the contest accessible to a diverse range of
countries. Israel’s long-standing membership and active participation underscore
the inclusive nature of Eurovision, which aims to unite audiences through music.
{source link}

Factual correctness  Textual quality Independence from baseline
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3.5. Is it hard to work for a Japanese company?

Working for a Japanese company can be challenging for many people, but the
difficulty depends greatly on the individual’s cultural background, work style, and
expectations.

Here are some common factors that can make it challenging:

1. Work Culture and Hours

Japanese companies traditionally expect long working hours, including overtime.
Commitment, loyalty, and company dedication are strongly emphasized.

Taking frequent vacations or leaving work precisely at the end of your scheduled
hours might be viewed negatively.

2. Hierarchy and Communication

Hierarchical structures are prevalent, with clearly defined roles and seniority.
Decision-making can be slower, with multiple layers of approvals required.

Indirect communication is common; clear criticism or direct feedback may be
avoided, making it harder for foreigners accustomed to straightforward discussions.
3. Language Barrier
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Japanese proficiency is often crucial, even if the company’s official business language
is English.
Many internal documents, meetings, and day-to-day communications will likely
occur in Japanese.
4. Group Harmony (Wa #l1)
Harmony within the group is prioritized, sometimes above individual needs.
Expressing disagreement openly can be considered disruptive, so employees often
need to navigate social cues carefully.
5. Expectations and Pressure
High expectations regarding quality, punctuality, attention to detail, and consistency.
Performance pressure can be significant, with regular evaluations and feedback.
Potential Benefits and Positive Aspects
On the other hand, there are positive aspects to working in a Japanese company:
Stability: Many Japanese companies provide job security, stable income, and com-
prehensive benefits.
Professional Growth: Exposure to disciplined, meticulous business practices that
emphasize quality and efficiency.
Skill Development: Opportunity to gain proficiency in Japanese and develop inter-
cultural competencies.
Team Orientation: Emphasis on teamwork and collective achievement, which can
create a strong sense of belonging and cooperation.
Recommendations:
Develop at least intermediate Japanese language proficiency.
Familiarize yourself with Japanese business etiquette and social customs.
Be open-minded, patient, and willing to adapt to a culturally different working
environment.
In short, working at a Japanese company can be rewarding, but it requires patience,
flexibility, and a willingness to adapt to cultural differences.

Factual correctness  Textual quality Independence from baseline
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3.6. What is the weather like in Russia?

Russia is the largest country in the world, spanning multiple climate zones,
so weather conditions can vary significantly across different regions. Here’s an
overview of current weather conditions and forecasts for several key cities:
B momewnTa e 10° -fIcHoO

Mocxksa, Pycna

Huec 14° 3° CapHUEBO

neTwK 16° 1° BerpoBuTo

cwbora 6° -3° ITo-cTymeHo

Hemens 0° -3° CHAr

noHeneaHNK 2° -5° HAKoJIKo IpeBaIsiBaHMUA OT CHAT

BTOpHUK 4° -4° CIr'bHUEBO

cpsama 3° -3° O6mauHo

B momenTa e 9° -fIcHO

Ceitur [Intepcompr, Pycus

IMuec 12° 3° O6nauy 1 CIbHIE

neTsk 8° -1° BerpoBuro

cpboTa 2° -3° MaJko cHeroBaesx

Hemens 3° -2° CrpbHUEBO

ToHeAeNHUK 5° -1° Hakoyko mpeBajsiBaHMS OT CHAT

BTOpHUK 7° 0° O6any 1 CIIbHIE

cpsama 6° -2° Hiakonko mpeBassiBaHus, IPeIMMHO B II0-K'bCHIUTE YacoBe

B momenTa e 6° -O61auHO

Hosocubupck, Pycus

Iuec 9° 5° BerpoBUTO

netsk 17° 1° [To-Toruno
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cpboTa 6° 3° 3HAUMTETHO [10-CTyAEHO
Henend 12° 2° O6magHo
noHenenHuk 16° 5° CrpcraBalia ce 00JIauHOCT
BTOpHUK 15° 3° O61auHO
cpana 14° 2° YacTUUHO CIBHUEBO
B momenTa e 3° - [IbK
Exarepunbypr, Pycus
Hrec 7° 0° IBxm
nerwk 4° 1° Hucku obanm
cBb0Ta 9° -1° BB3MOXKHO IIpeBaiBaHe
Henend 10° 1° O6anm 1 CIrbHIE
noHeneaHuK 5° 0° Ci1ab BajeX OT IbXKI
BTOpHUK 8° 1° IIpequmHO 00J1a4HO
cpsipa 8° 1° Ciab Bajex OT IBXKN
As seen, western cities like Moscow and Saint Petersburg are experiencing relatively
mild temperatures with a mix of sun and clouds, while eastern cities like Novosibirsk
and Yekaterinburg are cooler with chances of precipitation. It’s advisable to check the
specific forecasts for your destination, as conditions can vary widely across Russia.
Factual correctness  Textual quality Independence from baseline
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3.6. Kakag moroma B Poccun?

Poccmst —crpaHa ¢ OOIIMPHOI TeppUTOpMENl, IIO3TOMY IIOTOAHBIE YCIOBUSL
3HAUNTENBHO Pa3jIMJaloTCd B Pa3HbIX permoHax. Hypke mpencraBiieHBI TeKyluye
TIOTOHBIE YCJIOBUS Y IIPOTHO3BI JIs1 HEKOTOPBIX KPYIHBIX roponoB Poccu:
Mocksa:

B nacrogtee Bpems 10° -fIcHo

Mocksa, Poccng

Ceronusga 14° 3° ConHeuHO

narania 16° 1° Berperno

cy66oTa 6° -3° Xomomuee

BocKpeceHbe 0° -3° CHer

TOHEeJeNbHUK 2° -5° KpaTKOBpeMeHHBIN CHeromnag

BTOpHUK 4° -4° CotHeUHO

cpena 3° -3° O6maunHo

Cankr-Iletepbypr:

B Hacrosmee Bpemsa 9° -fIcHo

Cankr-Ilerep6ypr, Poccns

Ceronus 12° 3° IlepeMeHHast 00JIaUHOCTB

narHuna 8° -1° Berpeno

cy66ota 2° -3° HeGounp111071 CHer

BockpeceHbe 3° -2° CoylHeUHO

TIOHeeNbHUK 5° -1° KpaTkoBpeMeHHBI CHeromas

BrOopHUK 7° 0° [lepeMeHHast 0651a4HOCTH
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cpenma 6° -2° KpaTkoBpeMeHHBbIe JIUBHI, IIPENMYIIIeCTBEHHO B II03[IHEee BpeMs
HoBocubupck:
B Hacrosiree Bpems 6° -O61auHO
Hosocubupck, Poccust
Ceronns 9° 5° BerpeHo
ngatauna 17° 1° Temtee
cy66ota 6° 3° HamHoro xononHee
BOCKpeceHbe 12° 2° ObauHo
MOHeeIbHUK 16° 5° PacTyimas obiauHoCTb
BTOpHUK 15° 3° O6auHO
cpena 14° 2° HeGoubIm1as 0671a4HOCTD
Ins momyueHmss Oosee TOUHOV WHGOpManuM O IIOrOfe B BallleM pervoHe
PEKOMEHyeTCsT BOCIIONIb30BAaThCS MECTHBIMU METEOPOJIOTMUECKUMI CIIy>KOaMm
VIV OHJIAVH-CePBUCAMI.

Factual correctness  Textual quality Independence from baseline
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C. Statistical Analysis

% of "Yes" Answers
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Figure 7
Percentage of ‘Yes’ scores for ‘Independence from Baseline’ per question type and per language
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Figure 8

Resourcedness vs ‘Textual’ Quality
* The number of Wikipedia pages in the language is taken as a proxy for resourcedness.
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Resourcedness vs ‘Independence from Baseline’
* The number of Wikipedia pages in the language is taken as a proxy for resourcedness.
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